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ABSTRACT OF THE THESIS 

Design and Scaling of a 16-Mega-Pixel CMOS Image Sensor for Electron Microscopy 

By 

Shiuh-hua Chiang 

Master of Science in Electrical and Computer Engineering 

University of California, Irvine, 2009 

Professor Stuart Kleinfelder, Chair 

 

The design and scaling of a large-scale 21 × 21 mm2 CMOS image sensor with digital 

readout for charged-particle imaging, “EM7,” is presented. The sensor contains ~50 

million transistors spanning its 16 million pixels, and includes over 4,100 parallel analog-

processing and A/D conversion circuits, over 4,100 double-buffered readout registers, 

and 12 parallel 10-bit readout busses for high data throughput. Scaling issues in moving 

from an earlier, smaller prototype, to the new large sensor are discussed. The clock 

distribution design in EM7 minimizes the clock delay by dividing the chip into multiple 

parallel sections driven locally by a tree-like clock structure. By this technique, 

simulations showed that the readout shift-register clock delay is reduced from 4.7 ns to 

0.14 ns, and the row shift-register clock delay is reduced from 1.7 ns to 0.12 ns. With 

local buffering, the ADC Gray code counter delay is reduced from 35 ns to 0.9 ns. The 

improved architecture enables EM7 to sustain an image rate of 75 frames/s, for a 

continuous data throughput of over 10 Gb/s. The large chip dimensions and the increased 

power consumption in EM7 also require more robust power distribution. Utilizing higher 

metal layers and multiple supply points, a matrix-math simulation shows the pixel IR 



 x

drop is reduced from 20 mV to 8 mV. Similarly the pixel current source IR drop is 

reduced from 80.7 mV to 2.58 mV. The pixel source follower worst-case bandwidth is 

increased from 6.92 MHz to 14.4 MHz. The opamp ground IR drop is reduced from 236 

mV to 20.2 mV, and VDD IR drop from 90.7 mV to 14.9 mV. The opamp gain variation 

is reduced from 525% to 28%. The worst-case opamp bandwidth is increased from 0.87 

MHz to 764 MHz. 
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Chapter 1: Introduction 

Electron microscopy images using electrons instead of photons, taking advantage of the 

fact that the equivalent wavelength of electrons is much smaller than that of visible light. 

Hence it provides higher resolution structural information for a wide range of research 

areas including material, physical, medical, and biological sciences. For example, cryo-

electron microscopy can determine 3D structure of large protein complexes and viruses at 

7-10 Å resolution [1]. In the past, film has been the medium of choice for recording 

images for electron microscopy due to its excellent modulation transfer function (MTF), 

typically 0.1 at 100 1ines/mm [2]. However, drawbacks associated with film such as the 

tedious tasks of mechanical loading, development, and digitization prevents it from being 

used in applications where high frame rate and real-time data are required (for example, 

electron tomography) [3]. The emergence of charge-coupled devices (CCD) as image 

sensors provides an alternative method to film for electron microscopy imaging with 

more streamlined procedures [4]. However, due to radiation damage and signal saturation 

issues, a phosphorescent scintillation screen is required to first convert electron energy 

into photons before a CCD camera can perform imaging [5]. This indirect method of 

electron detection introduces deterioration in image resolution due to the scattering of 

electrons and light by the scintillation screen. Consequently, the resolution of the CCD 

method is limited by the scintillator, with MTF typically less than 0.1 at 20 1ines/mm [6].  

 

The disadvantages of CCD have prompted the development of CMOS image sensors for 

direct electron detection. CMOS image sensors utilize p-n junctions for the collection of 

charges generated from incident particles. The collected charges are then converted into 
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voltage signals before being processed and read out. Originally invented in the 1960’s 

[7], CMOS image sensors have benefited from shrinking transistor dimensions, resulting 

in lower power consumption, lower cost, more integration of functionality on the same 

chip, miniaturization, higher resolution, and higher speed than CCD image sensors [8]. 

The trend of achieving higher pixel count, and therefore, higher resolution, has been on-

going in each new generation of CMOS image sensors [9, 10, 11, 12,13], with the latest 

reported count at 52-mega-pixels by Iwane et al [14]. Several generations of CMOS 

image sensors customized for charged-particle imaging, including electron microscopy, 

have been designed, fabricated, and tested [15, 16, 17, 18, 19, 20, 21]. The most refined 

of these have achieved spatial resolution surpassing that of CCD-based electron 

microscopy sensors [22]. The first chip was EM1, an experimental chip for studying the 

influence of diode size on signal-to-noise ratio. EM1 was fabricated in standard 0.25 μm 

CMOS technology, and contains 50 × 50 pixels with analog readout. The next generation 

chip, EM2, studied the effect of pixel pitch value on electron lateral diffusion. EM2 was 

fabricated in 0.25 μm technology and contains four sensor array sectors that measure 360 

× 360, 180 × 180, 45 × 45, and 30 × 30 pixels. Building on the results of its two 

predecessors, a full-scale sensor, EM3, was made in 0.25 μm technology. EM3 contains 

512 × 550 pixels with analog readout circuitry, and demonstrated excellent spatial 

resolution and signal-to-noise ratio compared to CCD systems [23]. A more ambitious 

chip, EM4, was made in 0.25 μm technology following the success of EM3. At 1024 × 

1024 pixels, EM4 contains nearly four times as many pixels as its predecessor, and uses 

16 parallel analog readout channels. Major upgrade to the readout architecture was made 

in the next chip, EM5. Fabricated in 0.25 μm technology, EM5 contains 460 × 560 pixels 
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with on-chip noise-cancellation, programmable gain circuitry and analog-to-digital 

converters. In this thesis, the challenges of designing a next generation chip, EM7, by 

increasing EM5’s resolution to 4140 × 3865 pixels  (more than 62 times) are discussed, 

and appropriate solutions are presented. 
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Chapter 2: EM7 CMOS Image Sensor 

To achieve high resolution images, EM7 uses building blocks from EM5 to form the 

basis of its pixel and readout design, and scales up the pixel count more than 62 folds to 

4140 × 3865, or just over 16-Mega-pixels. Figure 1 shows the design of a single pixel 

and its readout circuit: 

Gain

S/H

Comparator

Counter
Buffer

Shift
Register

Pixel

Ramp 
Generator

2-Phase 
Clock

Row Rst/
Sel Shift 

Registers, 
Drivers

Gray 
Counter

10
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+-

….

Rst

Sel

Vbias

10

…

 

Figure 1: EM7 pixel and readout circuit block diagram. 

The pixel implements active pixel sensor (APS) architecture that consists of three NMOS 

transistors and a diode (shown in the dotted box). The transistors and the diode are placed 

on a continuous p-type epitaxial layer that extends throughout the entire pixel array area, 
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serving as the sensing region where incident electrons can liberate electrons from the 

lower energy bands. The excited electrons diffuse in the epitaxial layer and are eventually 

collected by the sensor diode. Because the epitaxial layer is continuous and the top 

circuitry appears transparent to the incident electrons, the proportion of the sensing 

region in each pixel, or “fill factor”, is 100 %. The collected charges are converted to a 

voltage signal by the pixel’s source follower transistor, and the output of the source 

follower appears at the column line through a row select transistor. The charges on the 

diode are cleared by the reset transistor, which connects the diode to the supply line. Each 

row of pixels in the chip shares a reset line and a select line, which are controlled by the 

row reset/select shift registers and drivers. The row reset has two modes – a global reset 

mode and a rolling reset mode. In the global reset mode, all rows are reset at the same 

time. The global reset mode is used with a mechanical shutter to begin the integration of 

signals by all the pixels at the same time. The rolling reset mode resets each row in 

succession, using a pointer inserted in the first cell of the row shift-register. Reading is 

similar to the rolling reset mode, except the select line is selected instead. Each column of 

pixels shares a column line, a current source, and per-column analog processing and 

analog-to-digital conversion circuitry. In the gain stage, a folded-cascode op amp with 

switched capacitors provides unity or ×10 gain, offset cancellation, and correlated-double 

sampling (CDS). The gain stage is followed by a sample-and-hold and a single-slope 

Nyquist-rate ADC. The comparator in the ADC compares the pixel voltage against a 

voltage ramp as a 10-bit Gray counter sweeps across the equivalent set of values. Initially 

the ramp voltage is lower than the pixel voltage, and the comparator output is low, 

causing the counter buffer to load the Gray counter values. When the ramp voltage 
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exceeds the pixel voltage, the comparator output switches to high and freezes the Gray 

counter value in the counter buffer, thereby giving the digital representation of the pixel 

voltage. A 10-bit wide shifter register is clocked by a two-phase clock to sequentially 

shift out values stored in the counter latches. Figure 2 shows the block diagram of EM7 at 

the global level: 

 

Figure 2: EM7 block diagram at the global level. 

At the center is the pixel sensor array, with row reset/select control and clocking on the 

left. Two identical readout blocks are placed above and below the sensor array, with each 
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side processing either odd or even pixel columns. The readout block consists the 

aforementioned analog signal processing circuits, ADCs, shift registers, two-phase 

clocks, and a Gray counter. Figure 3 shows the layout of EM7, with EM5 placed next to 

it to demonstrate their relative sizes: 

 

Figure 3: Side-by-side comparison of EM7 and EM5 layout. 

With the chip dimensions measuring 21 × 21 mm, EM7 easily dwarfs EM5, which 

measures 3.1 × 4.8 mm. The increased size of EM7 creates issues in clock delay, skew, 

and IR drop that necessitate additional design considerations, all of which are discussed 

in detail in Chapter 3. 

EM7 
4140 x 3865 Pixel Sensor Array

EM5 
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Chapter 3: Clock Distribution 

3.1 Introduction 

A clock synchronizes the flow of data in a chip by providing a temporal reference for a 

digital machine to determine the precise instance to change its state. For example, clock 

is used to trigger data from one set of sequential registers to the next through 

combinational logic that manipulates data in a functional manner, such as addition or 

multiplication as in the case of adders and multipliers. To distribute clock throughout the 

chip, global interconnects route one or more clocks from external pads to different chip 

sections, where local blocks such as buffers and local clock generators provide 

synchronization for the local elements. Optimized clock distribution reduces clock 

uncertainties such as delay and skew, thereby achieving high-performance with higher 

clock rates [24]. Different clock distribution topologies have been developed such as 

grids [25], trees [26], and serpentines [27], all aimed at minimizing clock uncertainties. 

As device size scales down and chip sizes increase, interconnect delay begins to dominate 

the total delay time [28]. The following sections discuss the factors that contribute to 

clock delay, and their modeling for simulation and analysis. 

3.2 Interconnect Parasitics 

Interconnect delay is caused by the parasitic resistance and capacitance of the physical 

wires. Resistance Rint is determined by using the following expression: 

WH
LR ρ

=int  (1)
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Where ρ is the resistivity of the interconnect material, L is the length, W is the width, and 

H is the height of the interconnect. With ρ and H generally stay fixed for a given layer on 

a wafer, the ratio ρ/H, or sheet resistance, is typically given as a parameter in the 

foundary reports [29]. By multiplying L/W of the interconnect with the sheet resistance, 

the total resistance can be readily calculated. 

 

The interconnect capacitance comes from the parasitic capacitance between the node of 

interest to its environment. The interconnect capacitance can be determined using the 

model shown in Figure 4: 

 

Figure 4: Cross-sectional view of interconnect showing parasitic capacitance 
components. 

 
The model shows the cross-section of three interconnect layers, with conductor 1 in the 

top layer, 2, 3, and 4 in the middle layer, and 5 in the bottom layer. The total capacitance 

of conductor 3 consists the following components: the area capacitances Ca1 and Ca2 

between conductors in different planes, the fringe capacitance Cf1, Cf2, Cf3, and Cf4 

between conductors in different planes, and the lateral capacitance Cl1 and Cl2 between 

conductors in the same plane. Therefore, the total interconnect capacitance Cint of 

conductor 3 is [30] 
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Cint = Cf1 + Cf2 + Cf3 + Cf4 + Ca1 + Ca2 + Cl1 + Cl2 (2)

If the geometry of the interconnects are known, the individual capacitance components 

can be calculated by using the per-unit area capacitance, per-unit length fringe 

capacitance, and per-unit length lateral capacitance that are tabulated in the foundary 

reports [29, 31 ]. Equation (2) can be further refined by scaling each capacitance 

component by a factor between 0 and 2. This factor is dependent on the switching 

characteristics of the signals that travel in the interconnects (Figure 5). 

 

Figure 5: Effective capacitance between two interconnects with a) both signals switching 
in the same direction, b) one signal switching and one at dc, and c) signals switching in 

the opposite directions. 
 
For example, when signals in two parallel interconnects switch in the same direction 

(Figure 5 a) ), no charge is transferred and the effective capacitance between the two 

wires is zero. On the other hand, if one signal switches while the other is dc (Figure 5 b) ), 

the effective capacitance is C. The worst case happens when the two signals switch in the 

opposite directions (Figure 5 c) ), in which case the effective capacitance is 2C due to 

Miller effect. Using data sets that simulate the actual chip operations, the average scaling 

factor can be computed and applied to each capacitance component. Even more elaborate 

modeling methods have been proposed that take into account of 3D field effects [32, 33]. 

However such methods tend to be slow and computationally expensive. In this thesis 

Equation (2) is used for the simulations. 
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3.3 MOS Device Loading 

The loading on a clock comes not only from the interconnect parasitics but also from the 

parasitic capacitance of the devices it drives. Shown in Figure 6 is a cross-section of a 

MOS device with its parasitic capacitances shown: 

 

C1 C5 C2

C3 C4

Gate

Source Drain

Bulk
 

Figure 6: Cross-section of a MOS device with its parasitic capacitances shown. 

C1 and C2 are the gate-to-source/drain overlap capacitances defined by 

C1 = C2 = WCov (3)

Where W is the width of the transistor and Cov is the per-unit length capacitance that takes 

into account of the overlapping and fringing effects. C3 and C4 are the source/drain-to-

bulk junction capacitances defined by 

C3 = C4 = CjLsW + Cjsw(2Ls + W) (4)

The first term on the right-hand side represents the bottom-plate capacitance of the 

diffusion area. Cj is the per-unit area junction capacitance, Ls is the length of the diffusion 

area, and W is the width of the transistor. The second term represents the side-wall 

capacitance of the diffusion area, with Cjsw being the per-unit length side-wall 

capacitance. The junction capacitance Cj in Equation (4) is given by 

Cj = Cj0 / ( 1 + VR / ФB )m (5)
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Where VR is the reverse voltage across the junction, ФB is the built-in junction potential, 

and m is the grading coefficient. From Figure 6, C5 is the gate-to-channel/bulk 

capacitance and has a value of 2/3CoxWL in saturation, CoxWL in triode, and CoxWL||Cd in 

cutoff, where Cox is the per-unit area capacitance of the oxide and Cd is the deletion 

region capacitance between the channel and the bulk. C5 can be merged with C1 if 

operating in the saturation region, or divided equally between C1 and C2 if operating in 

the triode region [31].  

 

Typical load elements for a clock line are inverters and transmission gates, shown in 

Figure 7: 

 

Figure 7: a) An inverter and b) a transmission gate with parasitic gate capacitances 
shown. 

 
For an inverter, the gate capacitance consists of the gate-to-source and gate-to-drain 

capacitances, with the effective gate-to-drain capacitance multiplied by two due to Miller 

Effect. For a transmission gate, each clock drives the gate-to-drain and gate-to-source 

capacitances of a single transistor. Since during switching the transistors go through 
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different regions of operation, the capacitances exhibit a non-linear response. In this 

thesis, simulation is used predict the clock performance by inserting load transistors at the 

appropriate points in the interconnect model. 

3.4 Clock Line Modeling 

With Rint and Cint known, the interconnect can be modeled as shown in Figure 8: 

….
V1rΔL

cΔL

Vin

Vi-1rΔL

cΔL

VirΔL

cΔL

….
Vi+1rΔL

cΔL

VN
rΔL

cΔL

 

Figure 8: Distributed rc model for the interconnect 

The Rint and Cint are distributed over the interconnect length L, with per-unit length 

resistance r and capacitance c shown in the figure. Writing KCL, the voltage at node i can 

be expressed as 

Lr
VVVV

t
V

Lc iiiii

Δ
−+−

=
∂
∂

Δ −+ )()( 11  (6)

If the number of segments is large, or equivalently ΔL → 0, the equation becomes 

2

2

x
V

t
Vrc

∂
∂

=
∂
∂  (7)

Equation (7) is known as the diffusion equation, where V is the voltage at distance x from 

the input. Unfortunately, no closed-form solution exists for this equation. Various 

approximations of the solution for Equation (7) can be found in [34]. For computer-aided 

analysis, the interconnect model must be constructed with a finite number of segments to 

approximate the distributed delay line. Elmore delay formula can then be used to estimate 

the delay τ of an N-segment rc network [35]: 
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( )
N

NCR
N

NrcLNrcrcrc
N
L

2
1

2
1...2 intint

2
2 +

=
+

=+++⎟
⎠
⎞

⎜
⎝
⎛=τ  (8)

Where L is the total length of the interconnect, N is the number of segments, r and c are 

the per-unit length interconnect resistance and capacitance respectively. For an N-

segment model, the value of each the resistor and capacitor are rL/N and cL/N 

respectively. From Equation (8), if the number of segments is large, τ approaches 

RintCint/2. For the simulations in this thesis, the number of segments are generally >30. 

Equation (8) shows that the delay is proportional to the square of the length of the wire. 

Therefore, the farther away from the signal source the more dispersed the waveform 

becomes.  Figure 9 shows the waveforms at different points in the interconnect model of 

Figure 8: 

τi

τN
t

Vin

Vi

VN

 

Figure 9: Dispersion of a signal in an interconnect. 

Vin is a sharp step input to the interconnect. Because of the rc parasitics, the waveform Vi 

at node i has a finite rise time with a delay of τi with respect to the input. As the signal 

travels to the end of the interconnect, the waveform becomes more dispersed, having a 

delay of τN at node N. To simulate the loading, transistors are inserted at the appropriate 

points in the interconnect model. The increased capacitance at these nodes will further 

slow down the signal. In a digital system where the clock signal is distributed over long 
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interconnects, the delay seriously degrades the performance of the system by placing a 

limit on the maximum frequency of the clock.  Should the clock frequency exceed this 

limit the signal at the far end of the interconnect will fail to reach proper logic levels, 

causing catastrophic failure of the system. Further, the different arrival times of the clock 

to various location in the circuit, or clock skew, can potentially cause system 

malfunctioning by violating the setup and hold times. Therefore, to increase the 

performance of the system it is of prime concern to reduce the clock delay and skew by 

reducing (1) the parasitic rc of the interconnect, (2) transistor loading, and (3) the 

distance the clock signal has to travel. The following sections discuss the signal 

distribution designs in EM7. 

 

3.5 Column Shift-Register Clock Distribution 

EM7 uses shift-registers to sequentially output the digitized pixel values from the counter 

buffer, as explained in Chapter 2. A block diagram of a shift-register is shown in Figure 

10: 

 

Figure 10: Shift-register showing master and slave stages. 

The shift register consists of two stages – a master stage and a slave stage. Each stage is 

implemented as a D-latch. A Two-phase clock is used to time the shift register. In the 

first phase, CKB is high, and the master is transparent to pass the input to the intermediate 
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node, while the slave is open to hold the previous output value. In the second phase, CKB 

is low, and the master holds while the slave passes the value in the intermediate node to 

Out. By linking multiple shift-registers in series, data can be propagated to an output port 

sequentially. CK and CKB must have non-overlapping phases, lest both the master and 

slave stages are transparent at the same time, destroying the value in the intermediate 

node. The schematic and layout of EM7’s column shift register and counter buffer are 

shown in Figure 11 and Figure 12 respectively: 

 

Figure 11: Column shift-register and counter buffer schematic. 
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Figure 12: Column shift-register and counter buffer layout 

The shift-register uses clock signals p1, p1b, p2, and p2b generated from a two-phase 

clock. p1 and p2 have non-overlapping phases to ensure that the slave and master stages 

are never transparent at the same time. p1b and p2b are simply the compliment of p1 and 

p2, respectively. The master stage consists of a transmission gate switch followed by an 

NMOS transistor and a PMOS transistor whose drain nodes are connected to the switch of 

the slave stage. The slave stage is completed with an inverter. As explained in Chapter 2, 

the Gray counter value is loaded into the counter buffer during the ADC conversion. The 

Gray counter value dc is shown to the left in the schematic. It goes to the Gray counter 

buffer through a transmission gate switch controlled by the ADC comparator output ld, 

ldb. The Gray counter buffer consists of an NMOS transistor and a PMOS transistor 

whose drains are connected to the buffer output switch, which is controlled by tr, trb. 

During Gray counter loading both ld and tr are low. ld goes high when the input ramp to 

the comparator exceeds the pixel value, freezing the Gray counter in the buffer. The value 
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stored in the buffer is transferred into the shift-register by pulsing tr. Thus the counter 

buffer allows simultaneous ADC conversion and readout by double-buffering. The 

combining of an inverter and a transmission gate switch (also called C2MOS [36]) made it 

possible for a compact layout that fits within the pitch defined by the widths of two pixels 

(since each pixel column requires a shift-register, and there are top/bottom readout sides). 

The entire layout cell, consisting of three inverters, four switches, and eight control signal 

wires, occupies an area less than 10 × 16 μm. The schematic and the layout of the two-

phase clock are shown in Figure 13 and Figure 14 respectively. 

 

Figure 13: Two-phase clock schematic. 
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Figure 14: Two-phase clock layout. 

EM7 contains 4,140 pixel columns spanning a total length of over 20 mm. Reading out 

the pixel columns from the top and bottom sides of the chip (Figure 2), each readout side 

contains 2,070 10-bits wide shift-registers for a total of 20,700 shift-register cells. From 

Equation (8), the time constant of the clock waveform is proportional to the square of the 

length of the interconnect. Therefore, reducing the distance the clock signal has to travel 

will have a strong impact in keeping the clock waveforms ideal. For example, if the 

distance is reduced by half, the time constant of the clock waveform will be reduced by 

three-fourth. The sheer number and dimension of the readout logic elements in EM7 

necessitate the sub-sectioning of the column shift-registers and the introducing of local 

buffers and clock generators for more efficient clock distribution. Figure 15 shows the 

block diagram of EM7’s readout design: 
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Figure 15: Block diagram of column clock distribution design with sub-sectioning. 

The readout shift-registers in EM7 are divided into six identical sections. A global clock 

Ext Ck is supplied externally and routed to the six local two-phase clocks via global 

interconnects buffered by inverters. Each two-phase clock drives 345 10-bit wide shift-

registers. The 2,070 ADCs provide digitized 10-bit pixel values. Each of the six sections 

has its own set of 10 output pads, giving a total of 12 parallel 10-bit readout channels for 

the chip. Figure 16 shows the layout of one complete readout section: 
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Figure 16: Layout of one readout section. 

The gray area across the top half of Figure 16 shows the analog processing circuitry and 

ADCs, and the darker area just below shows the column shift-registers. The data 

propagates from right to left, with the readout bus and the two-phase clock placed at the 

extreme left of the section. By having the data and clock travel in opposite directions, the 

hold-time of the registers is unconditionally met, ensuring no race conditions [37]. The 

digital output pads are near the bottom of Figure 16, showing the interleaving power and 

ground pads to provide shielding to reduce capacitive and inductive coupling between the 

digital output bond wires, and to decrease the equivalent inductance for the bond wires. 

Figure 17 provides a close-up view of the area at the extreme left of the readout section: 
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Figure 17: Close-up view of the column shift-registers and the two-phase clock layout. 

The vertical repeating pattern shows the 10-bit width of the shift-registers, and the 

horizontal repeating pattern shows the length of the shift-registers. The wires running 

vertically to the extreme left of the figure form a 10-bit wide output bus leading to the 

output pads. The thick vertical wire near the center of the figure is the power supply line. 

The two-phase clock can be seen just below the shift-registers. To its right are the Gray 

counter input inverters and bus. The layout of the column shift-registers is simulated and 

the clock waveforms at the farthest end (worst case) from the two-phase clock are shown 

in Figure 18: 
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Figure 18: Two-phase clock waveforms at the farthest end of the column shift-register 
from the clock, with sub-sectioning. 

 
The clock signals show non-overlapping phases between p1 (solid line) and p2 (dotted 

line) with an input clock frequency of 100 MHz. The clock delay between the closest 

shift-register and the farthest shift-register is 0.14 ns. For comparison, the clock 

distribution design from EM5 is directly used in the scaled-up EM7 chip without 

modification (no sub-sectioning). The block diagram of this design is shown in Figure 19: 
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Figure 19: Block diagram of column clock distribution design without sub-sectioning. 

Without sub-sectioning, a two-phase clock would drive 2,070 column shift-registers. 

Using the same 100 MHz clock, the simulation of the clock waveforms at the farthest end 

of the column shift-registers is shown in Figure 20: 
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Figure 20: Two-phase clock waveforms at the farthest end of the column shift-register 
from the clock, without sub-sectioning. 
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With the increased distance and loading, the two-phase clock signals fail to reach the 

proper logic levels due to their large time constant. The result is the catastrophic 

malfunctioning of the readout circuitry. The clock delay between the closest and farthest 

shift-register is 4.7 ns. 

3.6 Row Shift-Register Clock Distribution 

EM7 uses shift-registers to sequentially address each pixel row for reset and read, as 

explained in Chapter 2. The schematic and layout of a row shift-register are shown in 

Figure 21 and Figure 22 respectively: 

 

Figure 21: Row shift-register and drivers schematic 
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a) 

 

b) 

Figure 22: a) Row shift-register and b) driver layout. 

Similar to the column shift-registers, the row shift-register uses clock signals p1, p1b, p2, 

and p2b generated from a two-phase clock. p1 and p2 have non-overlapping phases and 

p1b and p2b are the compliment of p1 and p2, respectively. A NAND gate in the master 

stage and a NOR gate in the slave stage are used to reset the row-shift register. The 

drivers consist of combinational logic for choosing rolling/global/read mode, and two 

large inverters to drive the pixel reset and select lines. Since each of the 3,865 pixel rows 

has its own shift-register and drivers, there are a total of 3,865 row shift-registers in series. 

A special shift-register is placed at the head of the chain with the locations of its NAND 

and NOR gates swapped. When rrst is high (and rrstb low), a pointer is inserted into the 

head shift-register while all the other shift-registers are reset. To reset the pixels in the 

rolling reset mode, rollingb is set low, global is low, and readb is high. By clocking the 

shift-registers the pointer propagates through the chain and resets the pixel rows 

sequentially. Pixel read uses similar operation by setting readb low, rollingb high, and 

global low. To reset all the pixels at once, global is set high. Due to the large number of 

row shift-registers and the distance the clock signals have to travel, four two-phase clocks 

are used. Figure 23 shows the row addressing design:  
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Figure 23: Block diagram of row clock distribution design with sub-sectioning. 

The row shift-registers in EM7 are divided into four sections. A global clock Ext Ck is 

supplied externally and routed to the four local two-phase clocks via global interconnects 

buffered by inverters. The routing uses a tree structure to ensure the clock skew to the 

four two-phase clocks is minimized. Each two-phase clock drives 966 row shift-registers. 

In addition, the four clocks’ outputs are connected with each other to synchronously drive 

the row shift-registers. Figure 16 shows the layout of one complete row-addressing 

section: 

 

Figure 24: Layout of one row-addressing section. 

The gray areas across the top are the pixels. Below the pixels are the row shift-registers 

and drivers, shown as darker horizontal stripes. The power and ground pads are at the 
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bottom. The two-phase clock is the small gray rectangle in the center of the section. By 

placing clock in the center, clock skew at the boundary between sections is minimized. 

Figure 25 provides a close-up view of the area at the center of the row-addressing section 

(rotated by 90°): 

 

Figure 25: Close-up view of the row shift-registers, drivers, and the two-phase clock 
layout. 

 
The two-phase clock is seen to the left. The row shift-registers and drivers are in the 

middle. To the extreme right is the first column of pixels. Because each row of pixels 

requires a cell of shift-register and drivers, the chain of cells make repeating patterns 

every 5 μm. The row address pointer propagates from bottom to top in the figure. The 

layout of the row shift-registers is simulated and the clock waveforms at the farthest end 

(worst case) from the two-phase clock are shown in Figure 26: 
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Figure 26: Two-phase clock waveforms at the farthest end of the row shift-register from 
the clock, with sub-sectioning. 

 
The clock signals shows non-overlapping phases between p1 (solid line) and p2 (dotted 

line) with an input clock frequency of 100 MHz. The clock delay between the closest 

shift-register and the farthest shift-register is 0.12 ns. For comparison, the clock 

distribution design from EM5 is directly used in the scaled-up EM7 chip without 

modification (no sub-sectioning). The block diagram of this design is shown in Figure 27: 
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Figure 27: Block diagram of row clock distribution design without sub-sectioning. 

Without sub-sectioning, a two-phase clock would drive 3,865 row shift-registers. Using 

the same 100 MHz clock, the simulation of the clock waveforms at the farthest end of the 

column shift-registers is shown in Figure 28: 
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Figure 28: Two-phase clock waveforms at the farthest end of the column shift-register 
from the clock, without sub-sectioning. 
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With the increased distance and loading, the two-phase clock signals show much longer 

rise and fall times. The reduced noise margin makes the circuit less robust and more 

prone to malfunctioning. The clock delay between the closest and farthest shift-register is 

1.7 ns. 

3.7 ADC Gray Code Distribution 

EM7 uses 10-bit ADCs to convert the pixel analog voltage into digital values. As 

explained in Chapter 2, an ADC compares the pixel voltage against a voltage ramp as a 

Gray counter simultaneously counts up. When the ramp exceeds the pixel voltage the 

comparator freezes the Gray code in the counter buffer. Thus the Gray code stored is the 

digital representation of the pixel voltage. The Gray counter counts from 0 to 210 - 1 with 

only one bit making a transition between any two successive values, preventing large 

quantization error from the asynchronous comparator latch. The counter buffer is placed 

next to the column shift-register for readout. The schematic of a counter buffer, combined 

with a column shift-register is shown in Figure 11, and the layout is shown in Figure 12. 

The schematic and layout of a Gray counter are shown in Figure 29 and Figure 30 

respectively: 
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a) 

 
b) 

 
c) 

Figure 29: Gray counter schematic showing a) bit 0, b) bit 1-8, and c) bit 9. 
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Figure 30: Gray counter layout. 

The 10-bit counter logic can be seen as the repeating cells in Figure 30, with the 10-bit 

output bus at the bottom. The Gray counter uses timing signals generated from a two-

phase clock (not shown) to increment the code every half clock cycle. Therefore, to count 

from 0 to 210 - 1, the counter uses 210 / 2 = 512 clock cycles. There are two Gray code 

counters in EM7, one for the top readout circuit and one for the bottom (Figure 2). Each 

counter is physically located on the right side of the chip, and a 10-bit bus distributes the 

Gray code to 2,070 counter buffers. Figure 31 shows the block diagram of the Gray code 

distribution design: 
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Figure 31: Block diagram of Gray code distribution with sub-sectioning. 

Dividing the readout into six identical sections, each section contains 345 10-bit counter 

buffers for a total of 3,450 counter buffer cells. The Gray code is first distributed to the 

local tapered drivers for each section. The layout of the local drivers and the counter 

buffers is shown in Figure 17. The tapered drivers are just to the right of the two-phase 

clock. The layout is simulated and the Gray code waveform for bit 0 at the farthest end 

from the driver is shown in Figure 32: 
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Figure 32: Gray code bit 0 waveform at the farthest end of the counter buffer from the 
driver, with sub-sectioning. 

 
The Gray code reaches proper logic levels with a 100 MHz external clock. The counter 

delay between the closest buffer and the farthest buffer is 0.9 ns. For comparison, the 

Gray code distribution design from EM5 is directly used in the scaled-up EM7 chip 

without modification (no sub-sectioning and local buffers). The block diagram of this 

design is shown in Figure 33: 

 

 

Figure 33: Block diagram of Gray code distribution design without sub-sectioning. 
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Without sub-sectioning, the Gray counter would drive 2,070 column shift-registers. 

Using the same 100 MHz clock, the simulation of the bit 0 waveforms at the farthest end 

from the counter is shown in Figure 34: 
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Figure 34: Gray code bit 0 waveform at the farthest end of the counter buffer from the 
driver, without sub-sectioning. 

 
With the increased distance, loading and reduced driving, the Gray code signal fails to 

reach proper logic levels, causing the catastrophic malfunctioning of the data conversion 

circuitry. The clock delay between the closest and farthest buffer is 35 ns. 

3.8 Frame Rate 

Whereas EM5 uses single-buffering for the Gray code counter, EM7 uses double-

buffering to enable simultaneous A/D conversion and readout operations. The frame rate 

calculation for EM7 is as follows: 
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Running at 10-bit resolution for the A/D conversion and clocking the Gray code counter 

with a 100-MHz clock, the time it takes to count from 0 to 210-1 is 210 / (2×100M) = 5.12 

μs. The factor of two in the denominator is because the Gray code counter increments at 

both the rising and falling edges of the clock. Since there are 12 parallel readout channels 

and each channel contains 345 readout shift-register columns that operate at 100-MHz, 

the time it takes for the digital readout is 345 / 100M = 3.45 μs. Taking the maximum of 

5.12 μs and 3.45 μs (since theses two operations are done in parallel), the total readout 

time per row is 5.12 μs. Reading 3,865 rows, the total time per frame is 5.12μ × 3,865 = 

19.8 ms or 50.5 frames/s. If the resolution reduced to 9-bits, the A/D conversion time is 

reduced to 29 / (2×100M) = 2.56 μs, and the total time per frame is max(2.56μ, 3.45μ) × 

3865 = 13.3 ms or 75 frames/s. The average throughput at 75 frames/s is 75 × 3,865 × 

4,140 × 9 = 10.8 Gb/s. Further reducing the ADC resolution will not increase the frame 

rate, as the speed bottleneck then becomes the digital readout time. 

 

For comparison, if only single-buffering is used the total time per frame with 10-bit A/D 

conversion would be (5.12μ + 3.45μ) × 3,865 = 33.1 ms or 30.2 frames/s. With 9-bit A/D 

conversion the total time is (2.56μ + 3.45μ) × 3,865 = 23.2 ms or 43.1 frames/s. 

3.9 Summary 

Comparison of the performances for the old and new clock distribution designs are 

shown in Table 1: 

 

 

 



 38

 

Table 1: Performance comparison using the old and new clock distribution designs. 

 Old design New design 
Column shift-register clock delay (ns) 4.7 0.14 
Row shift-register clock delay (ns) 1.7 0.12 
Gray code delay (ns) 35 0.9 
Frame rate at 9-bit A/D conversion (frames/s) 43.1 75.0 
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Chapter 4: Power Distribution 

4.1 Introduction 

Robust power distribution is vital in integrated circuit design to ensure reliable operation 

at the guaranteed performance. Due to parasitic resistance in the power grid, current 

flowing in the conductive layers will introduce reduction in voltage, or IR drop, between 

the voltage sources and the power/ground rails of the load elements. The reduced rail 

voltages will decrease the speed and noise margin of the circuit, degrading performance 

and potentially causing system failures [38]. IR drop can be divided into two types: 

dynamic and static IR drops. Dynamic IR drop concerns with the transient behavior of 

the circuit and is modeled using a linear RCL network and independent time-variant 

current sources as the switching elements [39]. Static IR drop deals with constant voltage 

reductions due to time-invariant current sources [40]. For example, a linear array of N 

current sources in a resistive power distribution network can be modeled using N 

independent current sources (Figure 35): 
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a) 
 

 
b) 

Figure 35: a) Linear array of N current sources b) modelled using N constant current 
sources. 

 
Assuming I1 = I2…= IN = I, the voltage Vi at the ith node can be written using 

superposition as 
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The node where maximum IR drop occurs can be determined by differentiating Equation 

(9) with respect to i and solving for the root: 
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This result indicates that the maximum IR drop occurs in the center of the array, which 

makes intuitive sense. Inserting this value of i back to Equation (9), we get 



 41

8
)1( 2

max
+

=
NIRV  (11)

Equation (11) shows that the maximum IR drop Vmax is proportional to the current and 

resistance and to the square of the number of branches. Therefore, to minimize IR drop 

the current, resistance, and especially, the number of branches must be minimized. In 

arriving at this result, the current in each branch was assumed to be equal. In reality, a 

drop in rail voltage will cause the current to decrease because of the reduced VGS (I ∝  

(VGS-Vth)2). Therefore, the maximum IR drop will be smaller than predicated by Equation 

(11), and can be solved numerically or through circuit simulation by taking into account 

of the current source’s non-linear voltage-dependence. The following sections present the 

power distribution designs in EM7. 

4.2 Pixel Current Source Power Distribution 

Each pixel column in EM7 uses a current source to provide the bias current for the pixel’s 

source follower (Figure 1). The current source is an NMOS transistor with the gate 

voltage defined by a current mirror. The transistor has a W/L ratio of 13.5/2.7 and carries 

a nominal current of 10 μA. The layout of the current source is shown in Figure 36: 

 

Figure 36: Pixel current source layout 
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The pixel column metal interconnect is to the far right of the figure. EM7 has two readout 

sides with each side having 2,070 current sources. As explained in Section 4.1, to 

minimize the IR drop the current, resistance, and/or number of branches must be reduced. 

With the large number of current sources in EM7, multiple ground supply points are used 

to reduce IR drop, as shown in Figure 37: 
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Figure 37: Block diagram of current source power distribution design with sub-
sectioning. 

 
Using a total of seven ground supply pads, the current sources are divided into six 

sections, each having 345 current sources. In addition, Metal4 that was not utilized in the 

previous generation sensor was used to increase the total width of the ground 

interconnect, reducing the resistance. The IR drop is simulated including the interconnect 

resistance and the voltage-dependence of the current sources. The results are shown in 

Figure 38: 
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Figure 38: Ground IR drop for current sources with added ground supplies. 

The x-axis represents the current sources numbered from 1 to 2,070 along the chip’s x-

axis. The y-axis represents the IR drop at each of the current source’s ground node. The 

IR drop is zero near the ground supplies, and increases to a maximum of 2.58 mV at 

halfway point between two ground supplies. The current varies from 10 μA (near ground 

supplies) to 9.63 μA (halfway between ground supplies). For comparison, the power 

distribution design from EM5 is directly used in the scaled-up EM7 chip without 

modification (only two ground pads, no extra Metal4 layer). The block diagram of this 

design is shown in Figure 39: 
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Figure 39: Block diagram of current source power distribution design without sub-
sectioning. 

 
Without sub-sectioning, there are 2,070 current sources between the two ground supplies. 

The IR drop for this design is simulated and the results are shown in Figure 40: 
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Figure 40: Ground IR drop for current sources without added ground supplies. 
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The increased resistance and number of branches cause the maximum IR drop to reach 

80.7 mV. The current varies from 10 μA near supply points to 2.21 μA at halfway points. 

4.3 Effect of IR Drop on Pixel Source Follower Performance 

To study the effect of IR drop on the pixel source follower performance, the circuit is 

analyzed (Figure 41): 

 

Figure 41: a) Pixel and current source schematic and b) simplified circuit. 

Figure 41 a) is the schematic of the pixel and the current source. Reducing to just the 

input and the load transistors, b) shows the simplified circuit where R is the sum of the 

resistance of the column interconnect and the equivalent resistance of the select transistor 

when operated in the triode region. The small-signal equivalent circuit of b) is shown in 

Figure 42: 
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Figure 42: Small-signal equivalent circuit of the pixel source follower. 

where gm and gmb are M1’s transconductance and body transconductance respectively. 

The output voltage can be expressed as 
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and Vgs1 can be written as 
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Substituting (13) into (12) and solving for the gain Av = Vout / Vin, the result is 
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To gain more insight, Equation (14) is simplified by ignoring channel-length modulation 

(rO is assumed to be large). The expression for Av thus reduces to 
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γ is the body effect coefficient, ΦF is the work function of polysilicon gate and silicon 
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Equations (15), (16), and (17) show that as the IR drop increases, the overdrive voltage 

Vov2 decreases, VSB increases, η decreases, and Av increases. The gain variation among 

pixels increases fixed-pattern noise (FPN) for the readout and is an undesirable effect. 

Simulation of the source follower gain versus IR drop is shown in Figure 43: 
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Figure 43: Pixel source follower gain versus supply IR drop. 
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Source followers using the old power distribution design have gains that vary from 0.826 

V/V at supply points to 0.843 V/V at the maximum IR drop point (2% gain variation). 

The source followers with the new power distribution design show more consistent 

performance, with gains that vary between 0.826 and 0.827 V/V (0.1% variation). The 

gain variation can be corrected in software after readout by using a calibration reference, 

at the expense of having more complicated post-processing steps. 

 

The frequency response of the source follower also has a dependency on the IR drop. 

Figure 44 show the high-frequency model of the pixel source follower: 

 

Figure 44: High-frequency model of the pixel source follower. 

CL is the interconnect capacitance plus the output load capacitance. Channel length 

modulation and body effect have been neglected to simplify the analysis. Summing the 

current at Vout: 
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Summing the current at Vx: 
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Also, Vin can be written as 

gsXin VVV +=  (20)

Solving for Vx from Equation (18) and substituting it into Equation (19), then solving for 

Vgs and substituting all into Equation (20), the transfer function is obtained as 
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Equation (21) shows that there is a zero and two poles in the left-half plane. The 

denominator of Equation (21) can be written in the following form: 
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where ω1 and ω2 are the magnitudes of the pole frequencies. Assuming that the second 

pole is much faster than the first pole 12 ωω >>  [41], Equation (22) reduces to 
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Comparing the second term in Equation (23) with the second term in (21), the expression 

for the magnitude of the first pole is arrived: 

LSBGSLm

m

CCCRCg
g

+++
=

21ω  (24)

Since the interconnect and load capacitance CL typically dominates over the other 

parasitic capacitances, Equation (24) can be reduced to 
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( ) Lm CgR 1
1

1 +
≈ω  (25)

The transconductance gm is given by 

( )
( ) ( ) 221

12

ovn

Dnm

VLWLWk

ILWkg

=

=
 (26)

Therefore, as IR drop increases, Vov2 decreases, gm decreases, and ω1 decreases. The 

reduced pole frequency increases the response time of the source follower. Simulation of 

the source follower’s -3dB bandwidth versus IR drop is shown in Figure 45: 
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Figure 45: Pixel source follower -3dB bandwidth versus supply IR drop. 

Figure 45 shows that for the old power distribution design, the -3dB bandwidths of the 

source followers vary between 14.6 MHz near supply points and 6.92 MHz at the 

maximum IR drop point (53% bandwidth variation). The source followers with the new 

power distribution design has more consistent -3dB bandwidths, varying between 14.6 

min BW, old 

min BW, new 
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MHz and 14.4 MHz  (1.4% variation). To account for the bandwidth variation, the 

subsequent stages must wait for the slowest source follower to settle to within a required 

precision, slowing down the overall readout speed. 

 

4.4 Opamp Power Distribution 

The gain stage in EM7 uses an opamp in the closed-loop configuration with switched 

capacitors to programmably achieve a unity or ×10 gain. The comparator uses another 

opamp in the open-loop configuration for analog-to-digital conversion (Chapter 2). The 

opamps are implemented as a folded-cascode amplifier whose schematic and layout are 

shown in Figure 46 and Figure 47 respectively: 

 

Figure 46: Folded-cascode opamp schematic. 
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Figure 47: Folded-cascode opamp layout. 

The opamp uses PMOS transistors as the input pair and a wide-swing current mirror for 

single-ended output. The bias voltages are generated from current mirrors. The opamp 

layout fits within the 10-μm pitch defined by two pixels. The opamp consumes a nominal 

static current of 69 μA. To reduce IR drop, the power and ground wires in EM7 have 

been widened by using the Metal4 layer. Seven power and ground supply points are 

added to divide the linear array of opamps into six sections, each section having 345 

opamps (Figure 48): 
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Figure 48: Block diagram of opamp power distribution design with sub-sectioning. 
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The IR drop for Vdd and ground are simulated, taking into account of the resistance and 

voltage-dependent static current consumption. The Vdd IR drop and ground IR drop 

simulation results are shown in Figure 49 and Figure 50 respectively: 
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Figure 49: Ground IR drop for opamp with sub-sectioning. 
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Figure 50: Vdd IR drop for opamp with sub-sectioning. 

The IR drop reaches a maximum 20.2 mV and 14.9 mV for ground and Vdd rails 

respectively. The asymmetry is due to the slightly wider Vdd wire than the ground wire 

due to layout space, resulting in smaller resistance in the Vdd wire. The static current 

varies between 69 μA and 57 μA. For comparison, the power distribution design from 

EM5 is directly used in the scaled-up EM7 chip without modification (only two supply 

points, no extra Metal4 layer). The block diagram of this design is shown in Figure 51: 
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Figure 51: Block diagram of opamp power distribution design without sub-sectioning. 

Without sub-sectioning, there are 2,070 opamps between the two supply points. The IR 

drop for this design is simulated and the ground and Vdd IR drops are shown in Figure 52 

and Figure 53 respectively: 
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Figure 52: Ground IR drop for opamp without sub-sectioning. 
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Figure 53:  Vdd IR drop for opamp without sub-sectioning. 

The increased resistance and number of branches cause the maximum ground and Vdd IR 

drops to reach 236 mV and 90.7 mV respectively. The static current varies between 69 

μA and 1.7 μA. The large IR drop causes the opamp’s current sources enter the cutoff 

region, causing circuit failure.  

4.5 Effect of IR Drop on Opamp Performance 

The opamp shown in Figure 46 has a gain of 

( )[ ] ( ) ( )[ ]{ }6,52,14,34,34,310,98,78,78,72,1 |||| OOOmbmOOmbmmv rrrggrrgggA ++≈  (27)

If assuming all gm’s are equal, all rO’s are equal, and neglecting gmb, Equation 27 reduces 

to Av ≈ (2/3)gm
2rO

2. Since the intrinsic gain ( ) ( )DDOm IILWkrg λ12=  increases with 

decreasing ID ( DI∝λ ), the gain of the opamp increases as the IR drop increases. 

Simulation of the opamp gain versus IR drop is shown in Figure 54: 
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Figure 54: Opamp gain versus supply IR drop. 

In the old design the large IR drop causes the opamp gain to increase, peaking at around 

220 mV with a gain over 8,500 V/V, then dropping rapidly as the current sources enter 

into the cutoff region, in which case the opamp fails to function. With the new power 

distribution design, the gain varies between 1,360 V/V near supply points and 1,740 V/V 

at the maximum IR drop point (28% gain variation).  

 

The IR drop also affects the bandwidth of the opamp. Considering only the dominant 

pole, which is located at the output node, the magnitude of its frequency is 

( )[ ] LOOOmOOm Crrrgrrg 26441088
1 ||||

1
≈ω  (28)

where CL is the total load capacitance of the output node. If gm’s are assumed to be equal 

and rO’s are assumed to be equal, the equation reduces to ( ) =≈−
LOm Crg 21

1 3/1ω  

max gain, old 

max gain, new 
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( ) ( ) ( ) LDD CIILWk 2123/1 λ . Therefore, increasing the IR drop decreases ID and 

decreases the pole frequency. Simulation of the opamp’s unity-gain bandwidth versus IR 

drop is shown in Figure 55: 
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Figure 55: Opamp unity-gain bandwidth versus IR drop. 

In the old power distribution design the large IR drop causes the bandwidth to decreases 

from a maximum of 856 MHz, bottoming out at 868 kHz when the IR drop reaches 230 

mV. The new power distribution sees less bandwidth variation, with a maximum 

bandwidth of 856 MHz near supply points and a minimum of 764 MHz between two 

supply points (11% bandwidth variation). Due to the variation in bandwidth, the gain 

stage must wait for the slowest opamp to settle to within a required precision. For the 

opamp used in the ADC, the bandwidth and gain variation introduces FPN, which can 

only be corrected by software in post-processing. 

min BW, old 

min BW, new 
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4.6 Pixel Power Distribution 

The pixel contains a reset transistor, a source follower input transistor, and a row select 

transistor in Active Pixel Sensor (APS) configuration. The schematic and layout of a 

pixel are shown in Figure 56 and Figure 57 respectively: 

 

Figure 56: Pixel schematic. 

 

Figure 57: Pixel layout. 

The 4,140 × 3,865 pixel array uses grid-like power distribution network for the pixels. 

Each source follower draws a static current of 10 μA when selected. Since only one row 

of pixels is selected at any time, the pixel array consumes a total of 4,140 × 10 μ = 41.4 
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mA of static current.  The block diagram of the power-distribution grid is shown in 

Figure 58: 

 

Figure 58: Block diagram of pixel power distribution design with added power supplies. 

The pixel array uses eight power supply points on the left and right sides (the top and 

bottom sides are used for readout circuitry). The power grid is shown in the expanded 

view in Figure 58. The resisters represent the parasitic resistance of the interconnect, and 

the row of constant current sources represent the selected pixel row. To simulate the IR 

drop, nodal analysis is used [42]. The problem is formulated into a linear system as: 

Gv = i (29)

Where G is the conductance matrix for the resister network, v is a vector of node 

voltages, and i is a vector of current sources. Using MatlabTM, the node voltages are 

solved, and the results are shown in Figure 59: 



 61

 

Figure 59: Vdd IR drop in the pixel array with additional power supplies. 

Figure 59 shows a 2D view of the pixel array with the column numbers labeled on the x-

axis and the row numbers labeled on the y-axis. The shades of gray represent varying 

levels of IR drop, with the voltage index on the right side. The row being read is 

arbitrarily selected to be row #1,932 (middle row). From the figure, the greatest IR drop 

for this case occurs at the center of the array, with a value of 8 mV. For comparison, the 

power distribution design from EM5 is directly used (only four supply points). The block 

diagram of this design is shown in Figure 39, and simulation results shown in Figure 61: 
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Figure 60: Block diagram of pixel power distribution design without added power 
supplies. 

 

Figure 61: Vdd IR drop in the pixel array without additional power supplies. 

Without the added supply points, the maximum IR drop is 20 mV at the center of the 

array. 
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4.7 Effect of IR Drop on Pixel Performance 

The drop in supply voltage has a direct impact on the pixel reset level. With an NMOS 

reset transistor, the reset level of the diode is Vreset = VDD – Vth. Therefore, a reduction by 

Vx in the rail voltage will reduce Vreset by the same amount. The inconsistent Vreset across 

the same row increases the FPN. Also, the lower reset level reduces the total number of 

electrons that can be collected in the diode. The FPN can be corrected by CDS, while the 

reduced electron collection capacity remains. A solution is to de-select the pixel before 

resetting, eliminating the static current consumption and therefore the IR drop during 

reset. 

4.8 Summary 

Comparison of the performances using the old and new power distribution designs are 

shown in Table 2: 

Table 2: Performance comparison using the old and new power distribution designs. 

 Old design New design 
Pixel current source ground IR drop (mV) < 80.7 < 2.58 
Pixel source follower gain (V/V) 0.826 – 0.843 0.826 – 0.827 
Pixel source follower -3dB bandwidth (MHz) 6.92 – 14.6 14.4 – 14.6 
Opamp ground IR drop (mV) < 236 < 20.2 
Opamp Vdd IR drop (mV) < 90.7 < 14.9 
Opamp gain (V/V) 1,360 – 8,500 1,360 – 1,740 
Opamp unity-gain bandwidth (MHz) 0.868 – 856 764 – 856 
Pixel VDD IR drop (mV) < 20 < 8 
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Chapter 5: Conclusion 

This thesis discussed the clock distribution and power distribution issues and solutions 

for building a next-generation electron microscopy CMOS image sensor. The new sensor, 

named EM7, is designed in standard 0.25 μm technology and measures 21 × 21 mm2. It 

contains 16 million pixels, over 4,100 parallel analog-processing circuits, over 4,100 

ADCs, over 4,100 readout registers, and over 3,800 row address registers. Simulations of 

the chip demonstrate improved performance for clock distribution and power distribution 

against using the designs from the previous generation image sensor: With local two-

phase clock generation, the column shift-register clock delay is reduced from 4.7 ns to 

0.14 ns. A clock tree is used to minimize the row shift-register clock skew and reduces 

the delay from 1.7 ns to 0.12 ns. With local buffering, the ADC Gray code delay is 

reduced from 35 ns to 0.9 ns. The frame rate is improved from 43 frames/s to 75 

frames/s. Robust power/ground pad placement and routing reduce the pixel current 

source IR drop from 80.7 mV to 2.58 mV. The worst-case pixel source follower 

bandwidth is increased from 6.92 MHz to 14.4 MHz. The gain-stage opamp and 

comparator ground IR drop is reduced from 236 mV to 20.2 mV, VDD IR drop from 90.7 

mV to 14.9 mV, and the gain variation is reduced from 525% to 28%. The worst-case 

opamp bandwidth is increased from 868 kHz to 764 MHz. The pixel IR drop is reduced 

from 20 mV to 8 mV. 
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